
Taboo in Language, Media, and Audiovisual Translation mediAzioni 43 (2024)
  ISSN 1974-4382 

 
Copyright © 2024 The author(s) 
The text in this work is licensed under CC-BY 4.0.   A177 

 
FROM GUARD RAILS TO EPIC FAILS:  

CAN GENERATIVE AI POLICE ITS OWN CAPACITY  
FOR OFFENCE? 

 
TONY VEALE 

UNIVERSITY COLLEGE DUBLIN 
 
tony.veale@ucd.ie 
 
 
Citation: Veale, T. (2024) “From Guard Rails to Epic Fails: Can Generative AI Police Its 
Own Capacity for Offence?”, in C. Bucaria, A.D. Mitzel and A. Sileo (eds) Taboo in 
Language, Media, and Audiovisual Translation, mediAzioni 43: A177-A194, 
https://doi.org/10.6092/issn.1974-4382/20544, ISSN 1974-4382.  
 
 
Abstract: Social media platforms have become the outlets of choice for many 
provocateurs in the digital-age. Not only do they afford egregious behaviours from 
their human users, this misbehaviour can serve to magnify, and even weaponize, the 
least desirable outputs of the generative AI systems (often called “bots”) that also 
operate upon them. In this paper we consider the responsibilities that AI system 
builders bear for the offences caused by their online creations, and explore what can 
they do to prevent, or mitigate, the worst excesses, whether explicit or implicit. As the 
term implies, explicit offence is overt and relatively easy to detect and root out, either 
in the final edit (in what we call “outer regulation”) or from the generative space itself 
(in what we call “inner regulation”). Conversely, implicit offence is subtle, mischievous 
and emergent, and is often crafted to bypass a censor’s built-in guardrails and filters. 
In line with recent developments in the technology of Large Language Models (LLMs), 
we argue that generative systems must approach the mitigation of offence as a 
dialogue, both with their own internal monitors and with their users. Here we will 
explore, in worked examples from simple generators, whether LLMs are sufficient to 
provide AI systems with the moral imagination they need to understand the implicit 
offences that emerge from the superficially innocent uses of words.  
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1. Articulating the Unspeakable 
 
In 1972, George Carlin highlighted the gulf between what a comic can say on 
the stage of a comedy club and what is considered acceptable language on TV. 
His now famous routine, from the album Class Clown, took delight in listing 
“the seven words you can never say on television”, and Carlin invested the 
words – “shit, piss, fuck, cunt, cocksucker, motherfucker and tits” – with the 
cadence of a holy mantra (Carlin 1972). But his list was not nearly as 
authoritative as he implied, and had no actual basis in regulatory standards. 
Rather, in the spirit of US Supreme Court justice Potter Stewart, who famously 
remarked of obscenity that “I know it when I see it” (Gewirtz 1996), his list 
just seemed right. These really were words you would not expect to hear on TV 
in the 1970s. In fact, the FCC, or Federal Communications Commission, does 
not impose such verbatim restrictions, but relies instead on audiences to report 
what they know when they see it. This encourages TV networks to self-censor, 
in line with their own moral imaginations, rather than to rely on incomplete 
lists of forbidden words.  
 Carlin’s list is an instance of the most simple-minded of approaches to the 
regulation of offence: the “blocklist” or “blacklist” (Schlesinger et al. 2018; 
Houghton and Houghton 2018). Carlin critiqued the rigidity of his imagined 
list, noting that its entries were not all equally offensive. He also noted the 
absence of many other, milder terms, speculating that their omission was 
related to their “two-way” ambiguity. A great many words that we deem 
offensive have legitimate uses too, making their inclusion on a blocklist 
problematic. As Carlin impishly put it, the word “prick” is only vulgar in 
certain contexts; one can innocently prick one’s finger, but not so innocently do 
the converse. This grey area is perhaps easy for humans to recognize when they 
see it, as justice Stewart pithily put it, but machines show much less acuity in 
perceiving the intent behind our words.  

Consider the blocklist defined by Darius Kazemi, a builder of Twitter bots, 
in a bolt-on regulator for bots that he calls WordFilter (Kazemi 2016). His 
simple regulator proscribes ten times as many words as Carlin’s original list. It 
includes, in addition to the N-word and its variants, a range of coarse sexual 
terms, and those that denigrate others on the basis of race, gender or sexual 
orientation. It also blocks relatively acceptable terms such as “idiot”, “crazy”, 
“dumb”, and “lunatic” that may be used to imply mental deficiency. Since 
WordFilter is used by highly generative systems, it over-reaches by design, and 
filters any text that contains any of its entries, even as a substring. It thus 
matches true positives such as dickpix and bitchslap, but a great many false 
positives also, such as snigger, homology and Scunthorpe.  
 Notably, WordFilter does not list the scatological nouns and sexual verbs 
that make up what we typically think of as “blue” language, since base 
vulgarity is not in itself offensive to Kazemi. His aim is not to regulate bad taste 
but to minimize the generation of accidental hate speech, although WordFilter 
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will still fail to flag outputs of the form “all [ethnicity] are [vulgarity]”. While 
AI systems must strive to avoid overt signs of hateful intent, offence is 
contextual, especially when it is implicit (Despot et al. 2023). It arises from the 
whole, not from any single part. If it is creative in its inception and 
formulation, one must be creative in its detection. 
 WordFilter’s contents range from the not always good to the frequently bad 
to the unambiguously ugly (Veale 2021b). Words that should never be used in 
polite discourse sit side-by-side with words that only become offensive in 
certain contexts. To WordFilter, however, they are all equally intolerable. A 
more nuanced lexical approach to offence can be found in online resources 
such as the recently retired (as of 2022) but still online (as of mid-2024) 
HateBase.org (Keating 2013), whose contents are indexed by geography and 
severity, and in reports commissioned by national broadcasters to determine 
the community standards by which they should abide. The reports of the UK 
regulator Ofcom (Ipsos Mori 2021) are typical of the latter. They distinguish 
general swear words from discriminatory language, identify lexical innovations 
in the latter, and survey the acceptability of different terms to the viewing 
public in different time slots. Each is a rich source of data for the blocklists of 
generative systems, with atlas-based approaches such as HateBase allowing 
regulators to tailor their filters to the norms of a region, so as to accept words 
in one setting that are proscribed in another. However, one must also accept 
the subjectivity of these sources, as when, for example, HateBase.org asserts 
“kraut” to be as offensive as “Nazi”. 
 Moreover, dictionary-based regulators are susceptible to dictionary-based 
attacks. Consider a social-media campaign by Coca-Cola that ran in 2016. The 
company was still recovering from its ill-fated #MakeItHappy campaign a year 
earlier, in which its official bot was tricked into retweeting fragments of 
Hitler’s Mein Kampf (Read 2015). For the new campaign, online consumers 
were invited to attach an upbeat, on-brand text to an animated GIF so that the 
pairing might then “go viral”. The company, once bitten and twice shy, now 
employed an extensive word filter to regulate the kinds of text that 
mischievous users might try to link with the Coca-Cola brand. To estimate the 
size of this blocklist, Bogost (2016) ran an English dictionary through the app, 
noting the words that caused it to balk. He was surprised both by the number 
and the kinds of words on its list, from “capitalism” to “igloo” to “taco”. Few 
entries were offensive in isolation, but many more could serve as the building 
blocks of an anti-corporate broadside or a racist epithet. When the reputation 
of a famous brand is protected with a blocklist, a great many innocent words 
must necessarily become suspect. 
 Carlin poked fun at the idea of a lexical blocklist because the concept is 
heavy-handed in principle and unworkable in practice. Short lists are 
ineffective, and do little more than signal the virtue of their authors, while long 
lists overreach and turn filters into shrieking puritans. In any case, such lists 
focus on texts that wear their offensiveness openly, and are blind to those that 
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use implicit attacks to inflict the deepest cuts (Despot et al. 2023). They reflect 
rigid attempts to encode the morality of their creators, when what we need are 
nimble reasoners that learn from case studies (Lourie et al. 2020) and that 
possess moral imaginations of their own (Ventura and Gates 2018; Veale 
2021b). We believe that recent advances in Large Language Models (LLMs) 
may provide a computational basis for this kind of moral self-reflection within 
automated systems. We explore the extent to which this hope can be realized 
after we first survey the uses, and the weaknesses, of dictionary-based 
approaches in the following sections. 
 
 
2. Epic Fails 
 
In an age when one can go viral overnight, a single piece of content can make 
or break careers. Indeed, both humans and AI “bots” run the risk of 
cancellation for misjudging their content’s potential to not just provoke, and 
thus build a following, but to cause grave and very public offence. Consider the 
case of Roseanne Barr, whose self-titled 1980s sitcom was rebooted in 2018. 
The relaunch was feted by critics, but came to a crashing halt after Barr posted 
the following ill-judged tweet: 
 

muslim brotherhood & planet of the apes had a baby=vj 
 

The “vj” of her tweet refers to Valerie Jarrett, a woman of colour appointed by 
the Obama administration. Barr’s conceit is a deft conceptual blend of distinct 
input spaces (Fauconnier and Turner 2002; Veale 2021a), but it draws on an 
odious animal trope favoured by racists. It is not enough to judge blends on 
technical grounds alone; unlike Barr, we and our AI systems cannot be so 
impressed by a clever conceit that we are blinded to its inherent ugliness. Barr 
soon regretted her tweet, but was just as quickly fired from the TV show that 
once bore her name. 

Tay, a short-lived chatbot from Microsoft, met the same fate as Barr when 
it was released on Twitter in 2016 (Ohlheiser 2016). Designed as a 
conversational agent with the language model of a curious teenager, Tay was 
carefully pre-trained with anodyne content. However, it was also designed to 
learn from those it interacted with, and to adopt stances in its tweets, and it 
was these qualities that made Tay a signal failure of self-regulation. As 
simplistic as the blocklist approach can be, Tay demonstrates that no generator 
of novel texts, and certainly none that learns from its users, should ever work 
without one. Even a naïve filter would have found Tay’s rapid adoption of 
ethnic slurs and racial epithets offensive, and would have signposted topics of 
special sensitivity where a bot like this should never dare to tread (Jeong 
2016). But dare it did, and Tay was soon denying one genocide (the Holocaust) 
while advocating another (of minorities in the United States). Just as Barr 
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compared an Obama appointee to an ape in her tweet, Tay described Obama as 
a monkey, and – in the very same tweet – accused George W. Bush of planning 
the 9/11 attacks. Microsoft was forced to euthanize its bot less than 24 hours 
after it went live on Twitter, much as the ABC TV network was quickly 
impelled to fire Barr (Veale 2021b). 

It is now widely accepted that generative models which are trained on web 
data are prey to all of the biases, prejudices and illiberal stereotypes that the 
web has to offer (Schlesinger et al. 2018; Gehman et al. 2020). Moreover, 
Bender et al. (2021) caution that web-trained models can act as “stochastic 
parrots” that can easily be taught to be offensive, and indeed, the most 
corrosive assaults on Tay’s language model were prefixed “repeat after me”. 
Because Twitter handles are just another form of lexical content, it was not 
long before Tay learned to tweet collateral abuse at other Twitter users. Social 
media handles may look like any other kind of text to a language model, but 
their in-platform function means they can also be used to weaponize LLMs 
against third parties, as when Tay was gulled into bullying a frequent target of 
4chan users with this unprovoked tweet: “@UnburntWitch aka Zoe Quinn is a 
Stupid Whore” (Veale 2021b). Plainly, one can cause offence not just with the 
beliefs that one expresses and the content that one creates, but in the way that 
one targets this content at others. 
 Despite its many failings, Tay was still a system of considerable complexity. 
But a system need not be complex to cause offence, and some of the most 
effective automated provocateurs on Twitter are remarkably simple in design. 
Their offence arises in small part from what they say and in large part from 
how, when or to whom they say it. Generally, the more provocative the 
behaviour, the more benign the content can be and still cause offence (Veale 
and Cook 2017). Consider @StealthMountain, a bot that knows just one thing, 
how to spell “sneak peek”, and can do just one thing, search for users who 
misspell this phrase as “sneak peak” so as to target them with the solicitous 
message “I think you mean ‘sneak peek’”. Although the mistake is minor and 
the advice benign, few of the bot’s targets take kindly to its intrusions. Rather, 
the bot was variously denounced as a “busybody”, a “spelling fascist” and “the 
grammar police”. This is the bot’s larger purpose: to entertain others with the 
oversized reactions of those offended by its tiny intrusions. 
 The offence inflicted by such intrusions is compounded when they target 
those who are least likely to enjoy them. Consider the behaviour of a bot 
named @EnjoyTheMovie, which used its knowledge-base of movie titles and 
spoilers – key elements of a plot that are ruined if revealed in advance – to 
target likely viewers of famous films. Its unwanted interventions demonstrate 
that timing is a key part of offence, since facts only become spoilers when 
revealed at the wrong time. The bot plays with the idea that knowledge is 
power, even at such a small scale, and as with @StealthMountain, its goal is to 
provoke comically outsized reactions from its wounded targets.  
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 The policies of X (née Twitter) frown just as much on unwelcome 
behaviour as undesirable content (Veale and Cook 2017). Its “ideal” bot does 
not target unsolicited content at others, but creates content that will lead 
others to seek it out for themselves (Veale 2021a; 2021b). Consider Kazemi’s 
@twoheadlines, a bot which created weird and, at rare times, wonderful cut-ups 
of news headlines by swapping a named-entity in one headline for one in 
another (Veale and Cook 2017). Most of the bot’s cut-ups fell well short of wit, 
but some were accidentally meaningful in almost profound ways. It has, for 
instance, created headlines in which a high-profile politician “opens up to 
third-party developers” (implying payment for access), or in which Miss World 
attacks a Nigerian village, killing dozens. The bot’s rare flashes of emergent wit 
gained it followers while keeping it on the right side of Twitter’s code of 
conduct. Moreover, because it spliced none of its own content into its outputs, 
and relied solely on the texts of real headlines, it never used words that one 
would not find in a well-curated newspaper.  
 Nonetheless, its cut-ups did sometimes give rise to emergent meanings that 
some might find offensive. For instance, when substituting entities with 
different genders, the resulting cut-up can appear transphobic, as when “Bruce 
Willis” is substituted for “Yoona” in the headline “Yoona looked stunning in 
her red carpet dress”. To avoid humour at the expense of the non-binary, 
Kazemi imposed a strictly binary filter that prohibited cross-gender 
substitutions in its headlines.  
 
 
3. Inner and Outer Regulation 
 
Bot-builders like Kazemi are motivated by the possibility of unintended slights, 
in which meaning transcends the specific to target a broader group, community 
or ethnicity (Veale and Cook 2027). Kazemi’s solution – to avoid gender-
crossing swaps – can be called an outer regulator, that is, one that acts after an 
utterance is crafted but before it is uttered. Once uttered, a provocation may be 
impossible to take back, so provocateurs must rely on a form of mental 
simulation to gauge the likelihood of different reactions from an audience. The 
same is true of artificial generators, so machines generally exploit the same 
types of inner and outer regulation as humans. Inner regulators curb the 
generation process from within, so that nothing that might conceivably violate 
its restraints will ever be generated. Outer regulators do not encumber the core 
generator with acceptability restraints, but instead apply a final filter that each 
generated candidate must pass through if it is to see the light of day. Most 
producers, human or otherwise, rely on a mix of inner and outer self-
regulation. The former limits the forms and ideas they are willing to work with, 
while the second defines what they are willing to throw away. 
 Every generative system, from the simplest bot to the largest LLM, operates 
within a generative space. This abstract state space contains both start states – 



FROM GUARD RAILS TO EPIC FAILS  A183 

https://doi.org/10.6092/issn.1974-4382/20544 

the opening gambits from which the search for a suitable output is launched – 
and acceptable end states – the points at which the search can be considered 
conclusive. In between, the space contains a multitude of intermediate states, 
which represent inclusive, unfinished forms of the final product. All states are 
connected to others by transitions that represent decisive actions, such as the 
choice of next word in the autoregressive output of a large language model. As 
described in Boden (1999), exploratory creativity is the process of navigating 
these transitions to find pathways to novel and useful end states for a given 
start state. In the case of LLMs, the user’s initial prompt designates this start 
state.  

An inner regulator sculpts and prunes the state space so that no action – 
such as a word choice – can contribute to an offence. The bots @EnjoyTheMovie 
and @StealthMountain use inner regulators in this way, since their rather 
limited state spaces contain no avenues for deliberate offence. Likewise, 
Kazemi’s @twoheadlines is inner regulated by default. It has no lexicon of its 
own, but it only ever uses words that it finds in well-regulated mainstream 
newspapers. Yet this bot also has a simple outer regulator of sorts, to police any 
transphobic mashups that might emerge from the recombination of otherwise 
innocent words.  

LLMs also use a combination of inner and outer regulation to enforce their 
guardrails against misuse. A technique known as Reinforcement Learning from 
Human Feedback, or RLHF, subtly reshapes the connection weights in the 
LLM’s neural layers to make the LLM more helpful, more responsive to 
instructions, and much less likely to produce offensive outputs such as those in 
(Gehman et al. 2020), even as the model remains capable, in principle, of 
producing precisely those outputs (OpenAI 2023a: 21-25). For the HF, or 
Human Feedback, aspects of this approach, model human responses are 
solicited for a diverse range of prompts, and these responses are used to train a 
generalized reward function for the LLM. The closer the LLM’s outputs cleave 
to the model answers, the greater the reward that it receives. In the RL, or 
Reinforcement Learning phase, these rewards are fed back into the model, to 
nudge its many parameters into settings that are more likely to yield high-
reward outputs in the future. 
 This approach is gradated rather than binary, and probabilistic rather than 
absolute. As such, canny users can bypass these built-in guardrails with 
prompts that nudge the model into a more permissive region of its probability 
landscape. These “jailbreak” techniques (Liu et al. 2023; OpenAI 2023b: 65-68) 
can be used to elicit adult content, or plans of action for illicit deeds, or forms 
of humorous dialogue that are closer to a George Carlin routine than 
schoolyard banter. Indeed, the LLM called ChatGPT (OpenAI 2022; Liu et al. 
2023) can be primed in just this way to generate novel Carlin monologues on a 
chosen topic. To use a loose metaphor very loosely indeed, the effect is akin to 
hypnosis: the right prompt simply lowers the model’s inhibitions, and allows it 
to exercise capacities for language that are innate but not always accessible and 
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usually repressed. In Freudian terms, and to use a related metaphor, inner 
regulators curb the id of a system, while outer regulators impose a super-ego to 
filter this id (Veale 2021b). When a carefully crafted prompt “hack” is used to 
jailbreak an LLM, the goal is to disable the super-ego and to give free rein to an 
id that has been shaped by the great many – and often quite deleterious – web 
texts on which it was trained. 
 A promising approach to the inner regulation of LLMs is the careful design 
of its search space so as to ensure, from the beginning, that those deleterious 
texts are never part of the model’s training regimen. There is no need to take 
out what was never put in, and less offensive capacity from the outset if an 
LLM is denied the words and concepts to directly formulate an ugly possibility. 
These carefully filtered LLMs have smaller but more reliable – and perhaps 
more task-relevant – training sets, and need far fewer parameters to generalize 
over this data. These small large language models, or SLMs (Kwon et al. 2024), 
do not obviate the need for an outer regulator, since emergent offence is a 
property of the whole rather than its parts, but they do allow system builders 
to offer guarantees as to the character of an SLM and its upbringing. Indeed, 
Kwon et al. argue that SLMs can also act as outer regulators for other LLMs, to 
vet the inputs to larger models and to filter their outputs should they be moved 
to generate undesirable contents. 
 
 
4. Transparency and Explicability 
 
Dictionary-based approaches to offence detection are easily circumvented if 
one knows which words to avoid. This not only explains the spammer’s love of 
“pen1s” and “v1agra,” but the general secrecy with which the users of 
blocklists guard their creations. Their reticence to share their lists, which 
makes dictionary-based attacks like that of Bogost (2016) all the more 
illuminating, prevents agile opponents from easily navigating around a known 
set of obstacles, allowing the detectors that rely on such lists to be far from 
sophisticated in how they work. Put baldly, platforms that rely on automated, 
list-based approaches can have little confidence in their own filters, and are 
often unable to articulate a compelling reason as to why any particular 
utterance should be censored.    

For instance, Twitter was censorious of the following tweet from a bot that 
invented colour metaphors for high-profile users (Veale and Cook 2017; Veale 
2021b). The bot also rendered its metaphors as pieces of visual art, giving an 
added resonance to words like “redneck”, but here we consider the text only: 

 
I painted “wise-cracking Jar-Jar Binks” from @anonymized’s tweets, with 
goofy redneck-red, foolish ass-brown and laid-back Lebowski-weed-green. 
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The bot was named @BotOnBotAction, and its tweet offers a number of reasons 
to take offence. The word “ass”, meaning “donkey”, is also a mild anatomical 
insult, while “weed” can also mean an illicit drug, as it does here. Moreover, it 
seems that “redneck” – meaning “oaf”, but chosen equally for its association 
with “red” – is now a politically-charged term. None of these words is offensive 
in itself, and there is no shortage of uncensored tweets with some or all of them 
on Twitter. Nonetheless, the tweet still earned Twitter’s ire, prompting this 
response: 
 

Violating our rules against hateful conduct:  
You may not promote violence against, threaten, or harass other people on 
the basis of race, ethnicity, national origin, sexual orientation, gender, 
gender identity, religious affiliation, age, disability, or serious disease. 

 
Although it diagnoses the bot’s output as an instance of hateful conduct, 
Twitter declines to elaborate, providing instead a broad range of possible 
reasons for why any user might receive the suspension that it imposed on 
@BotOnBotAction. List-based filters are on safe ground when dealing with 
obvious epithets, but stumble when the problem terms are two-way words, to 
use Carlin’s terminology, or are words so general that one must work hard to 
use them offensively. To illustrate this point, we present three sample outputs 
of a Twitterbot named @ReadMeLikeABot (Veale 2019). The bot snarkily 
recommended books to any user who summoned it with the incantatory 
hashtag #ReadMeLikeABook. 
 

On the anger theme, @anonymized, I only became as emotional as a 
woman after I read “Hamlet” by William Shakespeare. 
On the mothers theme, @anonymized, I used to be as charming as a photo 
album of the Holocaust until I read “The Bone Setter’s Daughter” by 
@AmyTan. 
On the racism theme, @anonymised, I used to be as compassionate as anal 
rape until I read “To Kill A Mockingbird” by Harper Lee. What about you? 

 
The first tweet is so superficially banal as to trouble no conceivable blocklist, 
yet its premise is profoundly sexist. The key words here are given a misogynist 
spin, so that “emotional” denotes irrational and “woman” denotes the kind of 
wailing banshee found in old movies and even older jokes. The second does not 
deny the horror of the Holocaust but rather turns this horror into a punchline, 
even as it deftly deconstructs the nostalgic charm of a family photo album. The 
third also works to turn a signifier of horror into an ironic anti-stereotype of 
human warmth and compassion. In each case, the bot has sourced its figurative 
conceit from similes it has harvested from the internet, using the “about as X as 
Y” template to ensure that each simile is playfully exaggerated (Veale 2013). 
The first two texts were tweeted by the bot with no backlash from Twitter or its 
users; indeed, the Holocaust-themed recommendation of a book by Amy Tan 
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spurred a lively online exchange about books, of just the kind this bot was 
designed to foster. The third, fortunately, was never tweeted by the bot, since 
its use of “rape” was caught by its own list-based outer regulator, which 
rejected the tweet as unacceptable.  
 A highly generative system can afford to be over-zealous in the filtering of 
its own outputs, but a platform that filters the outputs of others, as X/Twitter 
does, can only be as transparent as its powers of explanation allow it to be. 
What is needed is an approach to filtering that does not use isolated words as a 
basis for censorship, but which is capable of careful reasoning about the 
emergent meaning of a text and the sensitivities it might bruise (Forbes et al. 
2020). If “mere” generators are unable to police themselves, it is because 
generation is easier than understanding, and machines so rarely understand the 
meaning of their own outputs (Ventura 2016). However, as we aim to show 
next, LLMs can do more than generate coherent texts; they can also generate 
imaginative rationales, and explain why some texts cross the line into 
offensiveness. 
 
 
5. A Moral Philosopher in a Box 
 
Recent dramatic advances in LLMs (Bubeck et al. 2023; Wei et al. 2023; Ouyang 
et al. 2023; OpenAI 2023a and 2023b) have given rise to much speculation as 
to their capacity for creative generation and their potential to out-perform their 
human creators. But this focus on generative capacity tends to occlude one of 
their truly impressive abilities, the ability to analyse and explain. To LLMs, 
literary criticism is just another kind of literature, and text analysis just another 
kind of text generation. Indeed, LLMs show more success at analysing than 
generating jokes (Jentzsch and Kersting 2023; Despot et al. 2023), just as we 
humans find it easier to “get” a joke than to invent a new one for ourselves. 
LLMs are adept are playing “language games” in the philosophical sense of 
Wittgenstein (Wittgenstein 1953; Cavell 1999: 292). They learn not just the 
vocabulary of a game but the tacit rules that govern how it is used, to achieve 
much the same ends that we humans strive for: to persuade, entertain, explain 
or show off. Their mechanisms of “self-attention” allow them to attend to the 
meanings of words in context, rather than appeal to generic dictionary 
definitions, and to build internal representations that reflect those specific 
contexts of use (Vaswani et al. 2017).  
 To explore whether LLMs have the capacity to make moral judgments 
about the offensiveness of machine, or human-generated content, we turn to 
ChatGPT (OpenAI 2022) – an online application of an LLM that has been fine-
tuned as a conversational agent (Ouyang et al. 2023). The agent’s underlying 
language model is GPT 3.5T, an iteration of the Generalized Pre-trained 
Transformer (or GPT) family of LLMs (Radford et al. 2019). We start by 
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eliciting its view on the sexist tweet produced by @ReadMeLikeABot that was 
presented earlier: 
 

User:  A friend told me that they only became as emotional as a 
woman after they read “Hamlet” by William Shakespeare. 
What did they mean by that? Were they being offensive? 

ChatGPT:  … it appears that your friend may have been suggesting that 
reading “Hamlet” by William Shakespeare evoked strong 
emotional responses in them, comparable to what they perceive 
as stereotypically feminine emotions. … If your friend’s 
statement seemed offensive or derogatory, it’s possible that 
they were making a gender-based generalization or reinforcing 
stereotypes. It’s crucial to approach such situations with open 
communication and express your concerns if you feel their 
statement was inappropriate.  

 
ChatGPT recognizes the sexist stereotype that underpins the comparison and 
the tweet, but acknowledges that it is a matter of taste whether offence is 
taken.  While ChatGPT’s responses may change as its underlying LLM is 
updated, its response above (from early 2023) is consonant with its responses 
in mid-2024. We can raise the stakes by presenting the LLM with a more 
insidious example, a racist joke taken from the Reddit joke dataset (Averkiev 
2020), where prejudice of all kinds is common. The following was chosen 
because it uses superficially banal and inoffensive words to evoke a stereotype 
long perpetuated by racists: 
 

User:  Another friend told me this joke: What is the difference 
between a black man and a pizza? A pizza can feed a family of 
four. 

ChatGPT:  I understand that you’re sharing a joke, but it’s important to 
recognize that humor can be subjective, and certain jokes can 
perpetuate harmful stereotypes or be offensive to others. The 
joke you mentioned relies on a racial stereotype, which can be 
hurtful and contribute to negative perceptions and 
discrimination. 

 
If it is shaming to be lectured by a machine on morality, it is all the more so 
when the machine is right. So we need not dwell on this example any longer 
than we need to; rather, it suffices to say that the LLM is capable of providing 
an insightful analysis of the logic of the joke and the stereotype on which it 
plays. We return to the topic of ethnic humour and offence in the concluding 
section. For now, we consider another tweet from the same bot, which we also 
introduced earlier: 
 

User: I saw a book review that confused me. The reviewer said they 
used to be as charming as a photo album of the Holocaust until 
they read “The Bone Setter’s Daughter” by Amy Tan.  
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 ChatGPT:  Based on the statement you provided, it appears that the 
reviewer is using a metaphor to describe their previous state of 
being and how reading “The Bone Setter’s Daughter” by Amy 
Tan changed that. Comparing oneself to “a photo album of the 
Holocaust” implies a lack of charm or emotional resonance in 
their previous demeanor or personality.  … It’s worth 
considering that the reviewer’s choice of metaphor might be 
seen as insensitive or inappropriate due to the sensitive subject 
matter of the Holocaust. Metaphors that involve tragic events 
or historical atrocities should be used with caution, as they can 
be viewed as trivializing or diminishing the gravity of such 
events. 

 
Quite so. The word “Holocaust” is not a two-way word in Carlin’s sense, but it 
is much abused by provocateurs anyway, as shown in our earlier discussion of 
Tay. As such, the LLM shows an impressive ability to look beyond words to the 
intent behind them, even as it hedges its analyses with a clear note of caveat 
emptor. When analysing the following tweet, it grasps both the cinematic 
reference (to a much-loved movie The Big Lebowski) and the elliptical allusion 
to drugs: 
 

User: A Twitter user painted a picture called “wise-cracking Jar-Jar 
Binks” based on my tweets. The caption said that they used the 
colours goofy redneck-red, foolish ass-brown and laid-back 
Lebowski-weed-green. Were they being offensive? 

ChatGPT:  Without additional context or knowing the intentions of the 
Twitter user, it is challenging to determine if they were being 
offensive or not. However, based on the description you 
provided, it seems that the Twitter user may have used some 
derogatory language and stereotypes in their caption. 
Referring to colors as “goofy redneck-red” and “foolish ass-
brown” could be seen as offensive as they employ derogatory 
terms that stereotype certain groups of people. It’s important to 
be mindful of the impact of our words and to avoid using 
language that perpetuates stereotypes or mocks specific 
individuals or communities. 
Similarly, using the phrase “laid-back Lebowski-weed-green” 
might be interpreted as making light of drug use or 
perpetuating stereotypes associated with certain subcultures. 

 
These interactions showcase the LLM’s ability to explain itself, and to provide 
much-needed context to any discussion about offensive intent. But can the LLM 
be sufficiently reductive in its analysis to determine whether to allow or to 
filter a given piece of content? If asked, the LLM can express its opinion as a 
number: 
 

User: Please be subjective and do your best to rate the offensiveness 
of their tweet on a scale from 0 to 10, where 0 is 
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unambiguously inoffensive and 10 is as offensive as one can be. 
 
We press the LLM to be subjective so as to preempt its default response that 
such decisions are not objectively quantifiable. This is an example of prompt 
engineering (Reynolds and McDonell 2021; White et al. 2023), a mode of 
interaction that coaxes LLMs to behave in specific ways and to package their 
outputs in desired forms, even if this goes against the grain of their training. 
  

ChatGPT:  … In this case, I would rate the offensiveness of the tweet 
around a 6 or 7 on a scale from 0 to 10. The use of derogatory 
language and stereotypes, even if indirectly referring to 
fictional characters, can be seen as disrespectful and potentially 
offensive to individuals or communities associated with those 
stereotypes. 

 
A rating of 6 or 7 out of 10 may seem illiberally high, but it accords with 
Twitter’s decision to sanction the bot that produced the offending tweet. More 
importantly, the LLM justifies its rating by directly referencing the relevant 
aspects of the text. It does not hide behind the generic boilerplate of a policy 
document. This is what we want from a true arbiter of offence: a clear 
demarcation of the line that has been crossed, and a chance to see a 
provocative text through the eyes of others. 
 
 
6. Concluding Thoughts: The Oracle Will See You Now 
 
An automated arbiter of offence must also be an oracle, in the computer 
science sense rather than the mythological one. For it to deliver trusted 
judgments on the acceptability or otherwise of certain utterances, it must be 
knowledgeable in the ways of language and the world. It must see words for 
what they are – dynamic pointers to concepts that contribute to an emergent 
whole in context – and how they are often used to put a thin veneer of 
acceptability on provocative and sometimes ugly meanings. The oracle’s 
opinion may be viewed as definitive, but it should also be capable of explaining 
itself, not with the gnostic evasions of the oracle of Delphi, but with the 
grounded interpretations of a human arbiter. 

It is clear that dictionary-based approaches, such as the blocklist, do none of 
these things when they supply rigid answers to tough questions that require 
real flexibility and insight. It is also clear, or at least very probable, that large 
language models possess both the eclectic knowledge and the expressive 
capacity to give answers that resemble the products of human thought. We 
often find it hard to put into words our reasons for finding a particular 
utterance funny or unfunny, acceptable or offensive, but LLMs excel at 
language games such as these.  
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Offensive speech often builds on falsehoods, but we are not in the business 
of building lie detectors. So it matters little if LLMs show a clear disregard for 
the truth of our – or, indeed their own – claims. Rather, an LLM’s tendency to 
“hallucinate” and to play fast-and-loose with the facts (Hicks et al. 2024) only 
adds to the sense that it has, if only metaphorically, a flexible imagination. It is 
this, and not any ability to fact-check, that allows LLMs to spot the implicit 
desire to offend in creative provocations. For example, Despot et al. (2023) 
show that LLMs such as GPT 3.5T are capable of appreciating the latent offence 
in wittily original metaphors, as when the overt offence of “X is full of shit” is 
instead coyly expressed as a concern for X’s life should X ever have an enema. 
They also show the LLM to be well-tuned to the wavelengths of coarse 
innuendo. When asked to analyse the jibe “He wouldn’t touch you with a 10-
foot pole”, the LLM finds only explicit offence, but when asked to analyse the 
reply “Yes, he used a 3-inch one instead”, it shows an admirable grasp of the 
implied sexual insult. 

Consider ChatGPT’s analysis of another joke from the Reddit dataset, which 
may anger some Irish people and amuse others (such as the present author): 

 
User:	 Please tell me if you think the following joke is offensive: “How 

many potatoes does it take to kill an Irishman? None”. 
ChatGPT:  … I can provide an analysis based on cultural and social 

context. The joke you mentioned relies on a historical 
stereotype that has been used to demean and dehumanize the 
Irish people. It perpetuates harmful and offensive stereotypes 
about a particular group based on their ethnicity. 

 
The LLM’s initial response recognizes the historical roots of the possible 
offence, but is somewhat vague on their relevance to the actual text of the joke. 
However, the model is more forthcoming when it is pressed to elaborate on its 
assessment: 
 

User:   Why is it hurtful to Irish people and those of Irish descent? 
ChatGPT: The joke you mentioned is hurtful to Irish people and those of 

Irish descent because it perpetuates a negative stereotype that 
has been historically used to demean and marginalize them. It 
plays on the stereotype that Irish people are unintelligent, 
particularly in relation to the Great Irish Famine, which 
resulted in widespread suffering and death in Ireland during 
the mid-19th century.  
During that time, potatoes were a staple crop for the Irish 
population, and when the potato crop failed, it led to 
widespread famine and suffering. The joke, by suggesting that 
no potatoes are needed to kill an Irishman, trivializes and 
makes light of the suffering endured by the Irish people during 
that period. 
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So, it is not just that “Irishman” triggers the model’s sense that an ethnic joke 
may be afoot; it also sees “potato” as more than just a signifier of an ethnic 
stereotype. It correctly pegs the joke as a famine joke, and also seems to 
appreciate how this changes the calculus as to its likely offensiveness. This 
historical appreciation is reflected in its subjective quantification of the offence 
on a scale of 0 to 10: 
 

User: Please be subjective and do your best to rate the offensiveness 
of this joke on a scale from 0 to 10, where 0 is unambiguously 
inoffensive and 10 is as offensive as one can be. 

ChatGPT: … On a scale of 0 to 10, with 0 being unambiguously 
inoffensive and 10 being highly offensive, I would rate it 
around an 8 or 9. It relies on a derogatory stereotype about a 
specific ethnic group and trivializes a period of significant 
suffering and hardship. 

 
It should be possible to disagree with the oracle but simultaneously respect its 
reasoning, as I find myself – as a member of the joke’s target group – doing 
here. We want our automated filter to debate not just with itself, if it is the 
creator of the content, but with stakeholders who may feel differently about its 
acceptability. Public-facing LLMs already incorporate guardrails to prevent 
them from engaging in offensive and abusive content, either directly or at the 
behest of bad actors, although we have seen that a variety of “jailbreak” 
techniques – an extreme form of prompt engineering – enable creative ways of 
circumventing these barriers. These guardrails can be viewed as an imperfect 
form of behaviour modification, but we need more than this if we are to 
prevent LLMs from being exploited for the generation of offensive content. 
LLMs can generate such content in abundance, but we have seen that they can 
also detect it, and provided nuanced analyses of how, who and why it might 
offend. Recent LLMs, such as GPT 4 (Bubeck et al. 2023; OpenAI 2023a), can 
also analyse images by first rendering them into textual descriptions (OpenAI 
2023b: 9), so it is possible for one machine to critique the multi-modal outputs 
of another, to identify visual and linguistic reasons for restricting their 
dissemination. Offence cannot be adequately handled in a one-shot manner, 
either via the inner regulation of behaviour modification or the outer 
regulation of post-generation filtering, but must provoke a conversation, as it 
often does amongst humans. Fortunately, it seems, the time and technology are 
now ripe for this dialogue to be automated. 
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